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Network Optimization:

Goals and ConstraintsWhat are the typial optimization goals (e.g., ost,performane, reliability) for network operators? Whereare the osts in networks? What are the onstraints(tehnologial, and non-teh.) they operate under?
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Leture goals/outline

Understand what optimization meansoptimization goalse.g. redue oste.g. improve ost or reliabilityoptimization onstraintstehnologial, geographi, politial, ...think about these in a real ontexte.g. what are the osts?e.g. what is a routere.g. what data do we need?referenes: for more details on Routers see PaketSwith Arhitetures - I, N. MKeown, B. Prabhakar

http://www.stanford.edu/class/ee384x/syllabus.html
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Network Optimization Goals

osts (usually assume equipment osts are large)performane (minimize delays, or lateny)survivabilityhard to write as an optimization problemheuristi approahdistributed networkredundany
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Cost in networking

Argum
entsab

outwh
ihos

tsare
bigges

t apitalequipment (ables, swithes, ...)premises+ land that ables run along (right of ways)operationsexlude sales and marketing, management, R&Ddoesn't depend on network designsalaries of network administratorsrepairs and upgradesdesignpowertransit (from upstream providers)�xedtraf� based osts
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Equipment osts

Often assumed to dominate�xed node ostsost of a router � often assumed smallneed to inlude premises, installation, et.�xed link ostsonstant omponentBW omponenthigher bandwidth links ost moredistane ostsstraight distane ostBW x distane ost
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Link ostsLinear model: ost of a link
Cost= k +αr +βd + γrdwhere

r = link apaity
d = link distanethe parameters k,α,β,γ are onstants.often some terms might be lose to zero so ignoresome terms are out of our ontrol, so we ignorethese, or push them into onstants
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Simple Example Problem

Lets onsider the problem of business that wants toonnet up two loations with a 10 Mbps link. What anthey do:
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Lets onsider the problem of business that wants toonnet up two loations with a 10 Mbps link. What anthey do:

Private 
line
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Simple Example Problem

Lets onsider the problem of business that wants toonnet up two loations with a 10 Mbps link. What anthey do:

Virtual Private
Network (VPN)
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Simple Example Problem

We have two possible solutions:private linelease or build whole lineost depends on distane: C = kprivate+βprivatedVPNpay for aess to network at eah end, but notfor the networkno distane dependene: βVPN ≃ 0deision: use private line if
kprivate+βprivated ≤ 2kVPN
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The �onstants�Assume the linear model, how would you work out k,α,β,γ

β and γ arise from the osts of building a links.
β are the �xed osts: right-of-way, diggingables in, i.e., things we need regardless of howmuh apaity we use.
γ re�ets apaity related osts: e.g., in the olddays, if you wanted two links, you needed twoables. Today, this might re�et the number of

λ (wavelengths) you use on a WDM system.in reality, we often purhase suh links from aphysial layer network provider. They pass on arange of their osts through a priing model thatdetermines β and γ.
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The �onstants�Assume the linear model, how would you work out k,α,β,γ

α and k represent the non-distane dependent ostsof a link. These are usually assoiated with endequipment, for instane the WDM multiplexers, andline ards at the routers that terminate the link:

k is non-apaity dependent osts: ost ofgetting someone to install a line ard, and spendtime on�guring the router.
α is apaity related term: higher speed lineards usually ost more.To understand some of this terminology we have tounderstand more about what a router is.
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What is a router?

A Juniper router in use.
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Logial Router
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Router ArhitetureCommon modern arhiteture
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Line ardProket line ard

Courtesy of AARNET

Communications Network Design: lecture 04 – p.15/39



CPUProket CPU

Courtesy of AARNET
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ChassisProket Chassis

Courtesy of AARNET
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Router ArhitetureLess ef�ient software router
PCI bus
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Router ArhitetureHigh perf. arhiteture (input and output queueing)
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Router ArhitetureHigh perf. arhiteture (input and output queueing)
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Per paket proessing

In an IP Routerlookup paket destination in forwarding tableup to 150,000 entries (today)update header (e.g. heksum, and TTL)send paket to outgoing portbuffer paket along the wayFor a 10 Gbps linesmall 40 byte paketsabout 30 million pakets per seondyou have ∼30ns per paket
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BGP routing table size

http://www.cidr-report.org/
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Expensive bits

forwarding table an be largeup to 150,000 entries per line ardlookup in ∼30ns for 10 Gbps lineneed fast memorybuffers an be large0.2 seonds per line ard (rule of thumb)10 Gbps line = 250 MB memory (on in and out)need fast memory (in + out in ∼30ns)bakplane must be faster than line ards

N times line rate speedup (N lineards)to guarantee non-bloking swith fabri
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Router ostshassisone time ost per routerbut depends whih hassislarge (more expensive) hassis �ts more lineardsline ardnumber of portsspeed of portsCiso 12000 Series examplesEight-Port Fast Ethernet Line CardRouter Gigabit Ethernet Line CardThree-Port Gigabit Ethernet Line Card10-Port Gigabit Ethernet Line Card
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Link osts alternativesdistane omponent of physial linkwired: ost of �bre, ampli�ers/repeaters,digging, right of waywireless: (e.g., free-spae optis) free overshort distaneslogial link (VPN-like networks)(simpli�ed) ost depend on apaity, but notdistanemay depend on atual traf� volumesatellitesbig ompanies often vertially integratedinternal sales of bandwidth between divisions
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Linear model: what's it good for?

is a linear model of osts good?not reallyin terms of osts, this is a disrete problembut its too ompliatedhard to get exat priing info anywaypriing often depends on size of order, orinternal ompany politiswe will often treat it as linear (ontinuous)as an approximationnote that a major soure of inef�ieny is in thedisrete nature of bandwidths, and routerapabilities
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Optimizing for Lateny

Another goal for optimization is to maximize networkperformane.network performane often measured by latenylateny is the delay of a paket rossing thenetworkmost often we are onerned with average latenyover all paths through the network
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Optimizing for Lateny

Types of delaypropagation:propagation delay diretly related to distanequeueing:queueing is aused by transient ongestionproessing:paket proessing time (address lookup, andheader update)�xed per hoptransmission:time to tranmit paket on the line= paket size / line rate
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Different senariosARPANET low speed links (56 kbps), and slowproessors (IMPs)propagation: oast-to-oast in US ∼ 30mstransmission: 1500×8/56000= 0.22 seonds.queueing: a ouple of pakets ∼ a few seondsproessing: similar order to trans, but smaller.so transmission and queueing times dominate.modern national bakbone (10 Gbps)propagation: oast-to-oast in US ∼ 30mstransmission: 1500×8/1.0e10= 1.2 ns.queueing: large buffers (up to 0.2 seonds)proessing: ∼ 30 ns.so queueing is dominant, unless low load, wherepropagation beomes dominant.
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Optimizing for Lateny

How to reduepropagation:annot speed up lightreally minimizing length of pathsqueueing:redue queueing by reduing loadproessing:minimizing number of hopstransmission:minimizing paket sizese.g. VoIP uses small pakets
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Optimizing for survivability

The 6 things network engineers are aboutreliability

reliabilityreliabilityreliabilityostdon't forget reliability

Communications Network Design: lecture 04 – p.31/39



Optimizing for survivability

The 6 things network engineers are aboutreliabilityreliability

reliabilityreliabilityostdon't forget reliability

Communications Network Design: lecture 04 – p.31/39



Optimizing for survivability

The 6 things network engineers are aboutreliabilityreliabilityreliability

reliabilityostdon't forget reliability

Communications Network Design: lecture 04 – p.31/39



Optimizing for survivability

The 6 things network engineers are aboutreliabilityreliabilityreliabilityreliability

ostdon't forget reliability

Communications Network Design: lecture 04 – p.31/39



Optimizing for survivability

The 6 things network engineers are aboutreliabilityreliabilityreliabilityreliabilityost

don't forget reliability

Communications Network Design: lecture 04 – p.31/39



Optimizing for survivability

The 6 things network engineers are aboutreliabilityreliabilityreliabilityreliabilityostdon't forget
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Optimizing for survivability

The 6 things network engineers are aboutreliabilityreliabilityreliabilityreliabilityostdon't forget reliability
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Five 9'sGoal of many teleom level providers is�ve nines reliabilitye.g. in IP networksuptime is 99.999%translates to about 5 minutes downtime per yearpretty hard to ahievenot just network designdisaster reovery proesses
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Approah

Often not approahed using optimizationredundanyrouters, links, power supplies, A/C, ...distribution of ontrolproblem detetion and diagnosisnetwork post-mortemsdisaster reoveryWe will onsider some optimization approahes later inthe oarse (if we get time).
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Tehnologial Constraints

The other aspet of optimization is the onstraintsmax node degreemax number of line ards per routertimes max ports per ardmax apaity per linklimited by speed of line ardsat best follows Moore's lawtoday, around OC762 = 40 Gbpsmax apaity per routerbakplane tehnology limited (also Moore's law)today, around 10 Tbpsmax length of a link (e.g. Ethernet)
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Non-tehnologial Constraints

geographyost of able in oeans is different from landexpensive to lay able in some plaese.g. downtown Manhattanpolitisinternal ompany organization mandates networkorganizationmarketing get a better network than aounting,even though they have less real needseuritymay not want to share network resouresoutside of seure building
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Other Constraintswhat if we have more than one objetivee.g. network should befastestheapest, andmost reliablemulti-objetive optimization is harduse other objetives as onstraints, e.g.best performane within a budgetheapest network whih meets performaneonstraintsheapest network whih meets reliabilityonstraints
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Other issuesusually there are other inputs to optimizationtraf� measurementsnot always as easy to get as you might thinkplanning horizonusually when we design a network it takes sometime to buildoften we an't design our network from srathhave to deal with legay equipmentinremental design
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Network Optimization

note we apply methods to Internetoptimization methods are muh more widelyappliableother networks: transport, post, air travel, ...other non-network problems that an be writtenin the form of a network
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